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Motivation

• Knowing which peers allows better-informed peer selection 
process and higher transparency.

• Operational concerns:
oAdded latency and troubleshooting complexity
oRouting inefficiencies
o Invisible Layer-2 intermediaries
oNetwork economics and business models

Castro, Ignacio, Juan Camilo Cardona, Sergey Gorinsky, Pierre Francois. 
"Remote peering: More peering without internet flattening." 

ACM CoNEXT 2014.



Methodology
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• Parse traceroute paths and detect IXP hops according to traIXroute
• Calculate the RTT between the IXP far-end and near-end peers:



Robust RTT estimations

• Latency estimation from traceroute can be noisy
BUT
• RIPE Atlas offers a massive corpus of traceroute paths from diverse 

vantage points
oMultiple observations allow us to remove outliers and de-noise

• For every pair of near-end IP, far-end IXP we require at least 50 
paths from which we calculate the median RTT difference.

• Take bottom 50% of lower percentile of RTTs, infer remote peering if 
Median_RTT_diff ≥ 20 ms



Results

~60-75% ≤ 10 ms
(definitely local peers) 

Trans-pacific 
remote peers of 
Any2 Los Angeles



Validation

• We collected validation data for the latencies from three large IXPs 
(RTTIXP) and compared it against the RTTs estimated through Atlas 
(RTTATLAS):
oAMS-IX (ARPing from inside the IXP) 
oDE-CIX (Ping from inside the IXP)
oFrance-IX (Ping from inside the IXP)

• True positive if RTTIXP ≥ 20ms and RTTATLAS ≥ 20ms
oFrance-IX: 99%
oDE-CIX: 99%
oAMS-IX: 97%



Where are the city-level locations of the 
remote peers?



Presence-informed RTT Geolocation:
Methodology
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Atlas enables this new 
geo-location paradigm 
because it offers multiple 
probes in virtually all the 
cities where facilities and 
IXPs are deployed!



Presence-informed RTT Geolocation: Example

Geolocation: Riga, Latvia



Peering portal
http://inspire.edu.gr/rp/

http://inspire.edu.gr/rp/




BACKUP SLIDES



Remote peerings used to access large CDNs

Traceroutes to twitter.com and reddit.com from top-10 remote peers



The usual suspects
• Remote peers tend to peer remotely at multiple IXPs

Autonomous System Location Remote presences

AS20485 (TransTelekom) Moscow RU AMS-IX, DE-CIX, LINX, France-IX, PLIX, Equinix Ashburn

AS8262 (Evolink) Sofia BG AMS-IX, DE-CIX, LINX, France-IX

AS31042 (Serbia Broadband) Belgrad RS AMS-IX, DE-CIX, LINX, France-IX

AS7713 (Telin) Hong Kong HK AMS-IX, DE-CIX, LINX, Any2 LA

AS52320 (GlobeNet) Miami FL US AMS-IX, DE-CIX, LINX, Equinix Ashburn

AS12578 (LatTelecom) Riga LV AMS-IX, DE-CIX, LINX,MSK-IX

AS1267 (Wind) Milan IT AMS-IX, DE-CIX, LINX

AS8866 (VivaComm) Sofia BG AMS-IX, DE-CIX, LINX

AS45352 (IPSERVERONE) Singapore SG AMS-IX, DE-CIX, LINX

AS6866 (CYTA) Nicosia CY AMS-IX, DE-CIX, LINX



Interpreting the facility information 
provided in PeeringDB

• Detecting remote peering at IXPs provides an indirect way to 
interpret the facility information provided by ASes in PeeringDB

• Percentage of remote peers claiming to have local presence at the 
IXP:
oAMS-IX: 16%
oLINX: 20%
oDE-CIX: 25%

• ASes may record facility presence not to indicate tenancy but their 
availability for private interconnections over the facility.

• ASes may record inaccurate information by mistake or to appear 
more appealing peers.



Presence-informed RTT Geo-location

• Most of the available accurate geo-location methods can resolve 
only a subset of the remote peering IPs:
oOpenIP Map: self-reported data, covers only a subset of the IPs
oDNS-based geo-location: cannot be applied to addresses without 

reverse DNS record

• Other geo-location methodologies not available or too error 
prone:
oTrilateration: high complexity, errors for regions with many large metro 

areas close to each other (e.g. West/Central Europe).
oGeo-location databases: Very inaccurate for router geo-location 

• Key intuition: reduce the problem space by exploiting the fact 
that the IPs of a given AS can be where the AS has presence.



AS12578
- Remote peer in DE-CIX
- Presence in 10 cities
- 50 pings (5 probes/city)

Presence-informed RTT Geolocation: Example


