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Being Open:

How Facebook Got Its Edge

James Quinn facebook
Network Engineer, facebook



15% of globa

1.71 Billion Users ~ ®*¥

1.1+ Billion Daily Users
2 Billion Photos daily
60 Billion Messages daily




Our edge connects to the world

1.71 Billion
People

POP OP




What is Facebook?
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Credit: Lou Stejskal
“Justin Bieber Q & A”

https://www.flickr.com/photos/loustejskal/26577668795
Creative Commons BY 2.0 License
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International RTT
circa 11/2011
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TCP Connect: 150ms




HT TPS Asia -> Oregon
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Asia -> Oregon
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TCP Connect: 30ms
SSL Session: ??
HTTP Response: ??



HTTPS Asia -> POP -> Oregon

15ms | 60ms

GET

HTTP 1.1 200




Asia -> Oregon

TCP Connect: 156ms 30ms
SSL Session: 456ms 90ms
HTTP Response: 686ms 240ms



edge routers -> edge clusters

Facebook
Network Internet




edge routers -> edge clusters

Facebook
Network Internet

SEervers




edge routers -> edge clusters

Facebook

Network Internet

server racks




MAA=N Explore to see who's live around the world
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Mark Zuckerberg is live now.
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Video Discussion

Share Your Thoughts

What do you think about the presidential debate? Share

your thoughts with friends.

Watermelon
Explosion
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Christopher Kusek
Just now -« Twitter - @

My favorite part about the Sony hack investigation by the FBI was where
it was definitely without a doubt North Korea. Or, not. #Debates




-> edge metro topology

Peering Peering
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Evolving beyond BGP



Global BGP routing
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Which POP is best?

Considerations:

e Closest Edge to user




Sonar: Measuring “closeness”




Global controller architecture




Global controller ar



Global controller in action

User Demand

e = 9 Capacity
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morning mid-day evening sleep



Regional load shedding




Global load shedding
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But what about BGP & targeting?

global
controller

Ingress




Metro-level BGP peering islands

INngress global
controller

Ingress

Ingress



Fven on an island, BGP is limited

BGP cares about...

We care about...




Local network controllers



HOSt rOUti ng | Complete control!

Looks great in slides

Not so simple in practice... o
Synchronization across hosts
A ot of hosts ot JR ovter

Non-local traffic sources

And which encapsulation?
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How do the servers encapsulate!?

MPLS - Kernel support problems, router features

PBR - limits platform diversity, router configuration state
DSCP - very coarse range
GRE key - repeated router bugs

What we learned.... keep it simple




Evolving beyond BGP ..with BGP

happy
links!

Peering
Router

?

"!}.‘ BGP Where should

this traffic go?

BMP, -,
NetFlow, "




Metro Traffic Engineering

Peerlng
Router

Peerlng

Router



Awesome! So it’s all solved?



Huge Prefixes Q e

3ffe:/24
IPv6 prefix

injected
/26

20 GbpS sub—preﬁxes
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Peering
Router



Oscillation between controllers

| ocal and Global Controller interaction

link utilization

overloaded

good

underloaded

time



Clear roles so they don’t oscillate

link utilization

overloaded

good

underloaded

time



Oscillation from imprecise data

20 Gbps

10 Gbps




Oscillation from imprecise data

W/0 precision W/ precision



All together...

Global Controller

POP POP POP



All together...




..and the future

Increasing:
Modularity
Programmability
Performance
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Summary



Questions?
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